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${ }^{110}$ Abstract. Education is a conscious and planned effort to create a learning atmosphere and learning process so that learners are actively developing their potential. At the high school level, learners will follow a major ${ }^{3}$ interest. Majors interest is conducted ${ }^{5}$ to provide students with opportunities to choose the subject of interest, deepen the subject matter and develop their potential in a flexible range. The State High School 1 Salem opened $2{ }^{7}$ majors for the continuity of the students' learning process, namely Science and Social. The classification analysis method used is binary logistic regression and K-NN. Based on the results obtained from logistic regression, the alleged factor to affect the majors' interest in SMA is the score of Science National Examination
and the students' relationship with their friends. The best classification method for majors' interest at State High School 1 Salem is the K-NN method. Keywords: Senior High School Major, Logistic Regression, K-NN

## 1 Introduction

Education is a conscious and well-planned endeavor to create a learning atmosphere and learning process so that students actively develop their potential to possess religious spiritual strength, self-control, personality, intelligence, and the skills required by him, society, nation and State (Law of the Republic of Indonesia number 20 year 2003, article 1 paragraph 1). In the process of studying the students can choose the majors in their respective high school. There are high schools that open 3 majors, namely Science, Social, and Language. Besides, there is also high school that only open ${ }^{15}{ }^{16}$ majors, namely Science and Social. The determination of the opening majors in high school is back in their respective school policies. Schools play an important role in developing their students' potential according to their skills or majors [3]. Further, at the high school level, the learners will follow a major interest. Majors interest is conducted to provide students with opportunities to choose the subject of interest, deepen the subject matter and develop a variety of potential in it flexibly according to common basic ${ }^{20}$ skills (intelligence), talents, interests and personality characteristics without being constrained by the partition of the majors that are too rigid [5]. In this research the researchers took the research object at the State High School 1 Salem district of Pekalongan Central Java opened $2{ }_{2}^{22}$ majors for the continuity of the learning process, namely Science and Social. The possibility that will happen if the student has an error in the study is a low student learning achievement or can cause a mismatch with the majors that have been chosen by the student or previous students [1]. According to [6], the factors that influence the learners in
majors interest namely internal factors and external factors. In statistical sciences, many methods can be used to determine the influence of predictor variables on the response variables of a category [16].

Classification is one of the statistical methods to group or classify data that is arranged systematically [14]. Classification problems are often found in everyday life. Whether it's the classification of data in the academic, social, ${ }^{26}$ government, and other fields [17]. This ${ }^{26}$ classification problem arises when there are a number of ${ }^{27}$ measurements consisting of one or several categories that cannot be identified directly but must use a measure [15].

Several classification methods are regression methods of logistic binary and KNearest Neighbor. According to Hosmer and Lemeshow [2], the method of logistic regression is a statistical analysis method describing the relationship between a category-scaled response variable that has two or more categories (binaries) with one or more predictor variables. A binary (Variable response) is a response variable that is only 1 for the existence of a characteristic and 0 for the absence of such characteristics. K- Nearest Neighbor (K-NN) is a classification method that specifies categories based on the majority of categories ${ }^{29}$ in K-Nearest Neighbor [4]. K-NN is done ${ }^{30}$ by looking for group K objects in the training data closest to the object in the data testing [7]. In this research will be conducted analysis of the classification of high school in Salem, with logistic regression and K-NN method.
Since that time, the use of logistic regression has estimation of customer dissatisfaction [8], multivariate logistic regression analysis [9], and quality of logistic regression [10]. Previous research including, the study used K-NN to predict student vgraduation ${ }^{35}$ n time [13], recognition number of the vehicle plate using K-NN [12]. A classification system is expected to be able to classify all data sets correctly, but it cannot be denied that the performance of a
system is not $100 \%$ correct so a classification system must also measure its performance ${ }^{40}[18]$. Generally, performance measurements are carried ${ }^{41}$ out with a cofusion matrix [19]. The comparison of the classifiers and using the most predictive classifier is very important. Each of the classification methods shows different efficacy and accuracy based on the kind of datasets [20]. This study uses the R program, using a logistic regression program package and KNN package [11].

2 Data and Method
2.1 Data and Research Variable

The data which were used ${ }^{43}$ in this research is the primary data obtained by distributing the questionnaire to the students of Sate High School 1 Salem Pekalongan Central Java. The total students were 224 students which ${ }^{45}$ were consisted of 98 for Social and 126 majoring in Science.

Table 1. Research Variable
Variable
Definition
Variable Response
Majors interest $(Y)$
$1=$ Social
2=Science
Variable Predictor

Language National Examination Score (x3)

The relationship of ${ }^{47}$ students and their friends (x4)
1= Low
2= Middle
3 = High
The relationship of students and their teachers (x5)
1= Low
$2=$ Middle
3 = High
The relationship of ${ }^{49}$ students and their family (x6)
1= Low
$2=$ Middle
3 = High
Self motivation (x7)
1= Low
$2=$ Middle
3 = High

### 2.2 Research Method

The research analysis steps is:

1. Data retrieval continued with data encoding to become data ready
2. Analyzing data by Binary logistic regression method
3. Analyzing data by K-NN method
4. Comparing the classification results of both methods

3 Result and Discussion

### 3.1 Logistic Biner Regression

Regression logistic model which had been created:
$\pi x=e g(x) 1+e g(x)$
with :
$g x=-20,4+0.015 \times 1-0.062 \times 2+0.32 \times 3+1,206 \times 4.1+0,987 \times 4.2-0.361 \times 5.1-$
$0.88 \times 5.2+0.271 \times 6.1+0,792+0.008 \times 7.1+22.354 \times 7.2$

Furthermore, it continued by testing the significance of the parameters either together or each of the predictor variables.

1. Likelihood Ratio Test

Hipotesis
$\mathrm{HO}: \beta 1=\beta 2=\beta 3=\beta 4=\beta 5=\beta 6=\beta 7=\beta 8=\beta 9$ (predictor variable does not affect thr model together)
: minimum there is one $\beta \mathrm{j} \neq 0$, with $\mathrm{j}=1,2, \ldots, 9$. (predictor variable affects the model together)

Significance level : $\alpha=5 \%$
Statistical Test: G=-2 Inlikelihood tanpa variabel bebaslikelihood dengan variabel bebas (2)

Test Criteria: H0 is rejected if $G>\chi 2(0,05 ; 9)$
The decision : because $G=219,451>16,919 \times 2(0,1 ; 7)$ so HO is rejected
The conclusion: so, at significance level 5\%, it can be concluded that predictor variable influences the model together.

## 2. Wald Test

Hipotesis
$\mathrm{HO}: \beta \mathrm{j}=0$ (variable j does not affect the model)
$\mathrm{H} 1: \beta \mathrm{j} \neq 0$, untuk $\mathrm{j}=1,2, \ldots, 9$. (variable j affects the model)
Significance level: $\alpha=5 \%$
Statistical Test: W= $\beta \mathrm{jSe}$ ( $\beta \mathrm{j}$ ) (3)
Test Criteria: H 0 is rejected if $\mathrm{W}>\times 2(0,1 ; 9)=3,481$
Wald score for each variable can be seen as follows.

Table 2. Wald Test
Predictor Variable
Wald (W)
Sig
Decision
Math National Exam Score (x1)
0.290
0.590
accepted Ho
Science National Exam Score (x2)
3.688
0.055
rejected Ho
English National Exam Score (x3)
0.575
0.448
accepted Ho
The relationship between students and their friends (x4)

Low (x4.1)
0.897
0.044
rejected Ho
Middle (x4.2)
6.276
0.012
rejected Ho
The relationship between students and their teachers (x5)

Low (x5.1)
0.184
0.668
accepted Ho
Middle (x5.2)
2.009
0.156
accepted Ho
The relationship between students and their family (x6)

Low (x6.1)
0.125
0.723
accepted Ho
Middle (x6.2)
2.581
0.108
accepted Ho
Self Motivation (x7)

Low (x7.1)
0.00
1.00
accepted Ho
Middle (x7.2)
0.00
0.997
accepted Ho

Conclusion: Based on Table 2, the equivalent of $10 \%$ significance is concluded that the variables X 2 and x 4 affect the model ${ }^{51}$ whereas the variables $\mathrm{x} 1, \mathrm{x} 3, \mathrm{X} 5$, $X 6$ and ${ }^{52} X 7$ do not affect the model. Factors that influence the major interest of state high school students Salem I is the science national examination score and students' relationship with their friends.

Furthermore, the establishment of the final model uses an influential variable on the model. The final models obtained are:
$\pi x=e g(x) 1+e g(x)$
with :
$g x=1,785-0.027 \times 2+0,72 \times 4.1+0.783 \times 4.2$

### 3.2 Logistic Regression Clasification

By calculating the probability of each observation, then it was obtained the classification result for binary logistic regression methods:

Table 3. Clasification ${ }^{58}$ Result

Observed
Predicted

Social Major
Science Major
Social Major
Science Major
48
9
50
117
Overal Percentage

Table 3 exposes that there are 48 students majoring in Social that are predicted to enter the Social Major, 50 students of Social Major who are predicted to enter the Science Major, 9 students majoring in Science, which is predicted to study in Social Science and 117 students of Science majoring in Science.

Prediction error of $26.3 \%$ and accuracy of prediction of $73.7 \%$. It can be deduced accuracy classification with Logistic Regression method of 73.7\%.

### 3.3 K-NN Clasification

This study used 224 data, 80\% data used as training data and ${ }_{68}^{67} 20 \%$ used as data testing. To determine whether the student enters where to use 3 nearby data so that the value $\mathrm{K}=3$. To measure the accuracy of the method used
Confussion ${ }^{71}$ matrix. Table 4 follows the Matrix confussion table for the K-NN method:

Table 4. Confussion ${ }^{74}$ Matrix

Observed
Predicted

Social Major
Science Major
Social Major
Science Major
64

Overal ${ }^{75}$ Percentage
82.6 \%

Table 4 explicates that there are 64 students majoring in Social that are predicted to enter the Social Major, 34 students of Social who are predicted to ${ }^{78}$ enter the Science Major, $5^{79}$ students majoring in Science and is predicted to study in Social Major and 121 students of Science majoring in Science Majors. The error prediction is $17.4 \%$ and the accuracy of prediction is $82.6 \%$. All in all, the accuracy of classification with $\mathrm{K}-\mathrm{NN}{ }^{82}$ method in the School interest data of Salem majors is $82.6 \%$.

4 Conclusion
To sum up the analysis that has been done, ${ }^{84}$ there is a conclusion that both using binary $\frac{85}{86}$ logistic regression method, the alleged factor to affect the interest in state high school majors is the Science National Examination score and the relationship of the students with their friends. The interest classification system of State High School 1 Salem which resulted from binary ${ }^{88}$ logistic regression method has a precision is $73.7 \%$. The interest classification system of State High School 1 Salem which ${ }^{90}$ resulted from the K-NN method has a ${ }^{93}$ accuracy of $82.6 \%$. The best classification method for interest in Salem High School is the K-NN method.
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