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ABSTRACT
The emergence of online lending services such as peer-to-peer (P2P) lending has simplified transactions for
lenders, eliminating the need for traditional bank intermediaries. However, accurately predicting potential
lender defaults is a critical challenge in preventing financial distress, as lenders bear the burden of default risk.
This challenge becomes evenmore complicate with P2P lending datasets that feature amultitude of complex
attributes. To improve predictive accuracy, the study focuses on optimizing feature selection in this data-rich
environment. Itsmainobjective is to identify themost influential features for predictingdefault risk amongP2P
lenders through feature optimization techniques, leveraging the Genetic Algorithm (GA) in conjunction with
ten differentMachine Learningmodels. The study employed a hybrid approach of GAwith threemutation rate
levels, basic (MR= 0), moderate (MR= 0.5), and extreme (MR= 1), to provide insights into model responsive-
ness and performance under various mutation scenarios. Notably, the results highlight GA+XGBoost as the
best-performing model with a stable fitness score of 86.132% compared to others. This research holds signif-
icant potential for improving lender risk management in the P2P lending landscape by effectively identifying
higher risk lenders. Ultimately, the findings contribute positively to themitigation of financial risks for lenders
within the P2P lending ecosystem.
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1. Introduction

Peer-to-Peer (P2P) lending has significant potential to reshape the
future of conventional banking. As the world’s largest online lend-
ing marketplace, P2P lending offers a wide range of lending services,
including personal loans, business loans, medical loans, and more.
Initially, the primary goal of P2P lending in 2005 was to democratize
more efficient consumer financial services. In this model, individu-
als can make loan offers, and investors or lenders can approve loans
without involving formal financial institutions. In 2005, P2P lending
was first launched in the UK by Zopa. A year later, platforms such as
LendingClub and Prosper were established in the U.S., while China
also developed similar loan facilities.

Many researchers have studied P2P lending data analysis by
implementing and proposing many models. In Korea, the herding
behavior and the lack ofmarginal effects as bid advances in P2P lend-
ing have been studied [1]. Jin and Zhu [2] compared five machine
learning (ML) models: two decision trees, two neural networks and
one support vector machine for predicting credit risk in P2P lend-
ing. Byanjankar et al. [3] conducted a study on ANN-based model
credit score for default and non-default classification in P2P lend-
ing. Malekipirbazari and Aksakalli [4] applied Random Forest (RF)
to identify the best borrowers and compare them with FICO credit
scores based on LC scores. Outlier detection based on bad credit
scores was utilized to find abnormal investors and predict poten-
tial investors [5]. Internal rate of return for predicting profits ex-
pected by investors [6]. An imbalance between investors and borrow-
ers resulted fromunstructured datamining related to text data on the
motivation of investors and borrowers [7]. Hybrid pessimistic con-
trastive probability-based rejection inference model with advanced
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LightGBM as a classifier (CPLE-LightGBM) in semi-unsupervised
P2P lending related to inference rejection problems [8]. Default pre-
diction in P2P lending using machine learning [9–13]. Embedded
technique and stacking ensemble learning for predicting credit risk
of P2P lending [14].

The data set obtained from P2P lending platforms often con-
tains irrelevant and excessive features. As a result, the accuracy of the
model in the data classification process is diturbed [15]. The problem
becomes more complex in the case of data with very large sizes and
dimensions, as this has an impact on the efficiency and effectiveness
of the model’s performance [16]. For example, the processing time
becomes longer because of the need to handle numerous features. A
solution to this problem is the technique of feature selection, which
is a part of feature engineering in the preclassification phase [17–19].
This technique focuses on selecting features that are relevant to the
data and have an impact on the classification results [20–22]. Feature
selection also plays a role in reducing data dimensions and improv-
ing the accuracy performance of classificationmodels by eliminating
irrelevant features [23–25].

Feature selection for predicting loan defaults in P2P lending,
which is a crucial step in optimizing the accuracy of predictivemodel,
has been conducted. Xu et al. [26] utilized RF and Support Vector
Machine (SVM), which proved to be excellent in detecting poten-
tial fraud in loan applications. The results of this research revealed
that the use of RF and SVM could overcome the limitations of basic
features, thereby improving the accuracy of default prediction and
increasing the reliability of P2P lending systems in identifying risks.
On the other hand, the Restricted Boltzmann Machine has been
proven to be effective in eliminating irrelevant features and reducing
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errors in credit score prediction based on deep learning models [27].
This method aids in identifying features that significantly influence
credit prediction outcomes, allowing for a reduction in model com-
plexity and ultimately increasing prediction efficiency and accuracy.
In other words, feature selection not only assists in removing irrel-
evant features, but also allows models to focus on the most relevant
information. The feature selection process in this research involved
reducing the dimensionality of the filters from 30 features to 19 fea-
tures using the recursive feature elimination method, a technique
known to effectively reduce data complexitywithout sacrificing accu-
racy. After feature selection, the classification process was performed
using RF, which is known as one of the robust algorithms for clas-
sification tasks. The final results of this study achieved significantly
higher accuracy compared to cases without feature selection [28].

Yang et al. [29] developed the SSA-CatBoost model, which
combines the Sparrow Search Algorithm (SSA) and CatBoost to
improve the accuracy of credit scoring. This approach also leverages
the Recursive Feature Elimination technique as a feature selection
method to mitigate the impact of risky data and improve compu-
tational efficiency. As a result, this research significantly improved
the accuracy of credit prediction while maintaining data process-
ing efficiency. Yin et al. [30] proposed an ensemble stacking model
for predicting credit default risk. In their method, they used the
Max-Relevance and Min-Redundancy (MRMR) method to select
relevant features and applied k-means to eliminate irrelevant fea-
tures. The results of their research showed that the ensemble stacking
model outperformed the approach using a single model in terms of
accuracy, precision, and recall.

The research conducted by Xu et al. [26], Ha et al. [27], Li et al.
[28], Yang et al. [29], and Yin et al. [30] consistently emphasized
the importance of feature selection as a crucial step in improving
the quality of default prediction in the context of P2P lending. The
primary motivation behind this research is to improve the efficiency
and accuracy of credit risk management in the increasingly vital P2P
lending industry. By employing meticulous feature selection meth-
ods, this research aims to provide a more robust tool for identifying
potential high-risk borrowers. As a result, it is expected that P2P
lending platforms will be able to make more effective lending deci-
sions and reduce the risk of default. Therefore, the results of this
research have a significant implications for improving the quality of
financial services provided by P2P lending platforms to borrowers
and investors, while also helping to mitigate potential risks within
the industry.

Recently, genetic algorithms (GAs), a subset of the evolution-
ary algorithms (EAs), have been applied to feature selection. In
GAs, chromosomes are represented as features to be selected [31].
Fitness values are obtained from the model training process in
machine learning. Features in the context of P2P lending, which
serves as chromosomes, are processed through the search space in
GAs. High-dimensional P2P lending datasets require a large search
space. However, the limited search space in GAs can lead to prema-
ture or local optima, meaning that not all machine learning models
hybridized with GAs can significantly improve classification accu-
racy. For example, [32] hybridized GAs with three machine learning
models, namely SVM (GA+SVM), RF (GA+RF), and LR (GA+LR).
The result showed an average increase in classification accuracy of
0.1% in compared to the baseline model. This limitation is also influ-
enced by one of the operators used in GAs, namely mutation. This
operator plays a role in generating a new generation that is more fit.
The smaller the mutation rate is, the higher the chance of obtaining
a fit generation becomes [33]. However, it is essential to remember
that these statements only guarantee a fit generation or an optimal
solution.

This research proposes feature selection in P2P lending based on
hybrid genetic algorithm with machine learning. The main contri-
butions of this research are outlined below.

(i) To achieve more accurate and diverse results, we employed
a combination of genetic algorithms (GA) with ten differ-
ent machine learning models: Logistic Regression (GA+LR),
Gaussian Naive Bayes (GA+GNB), K-Nearest Neighbors
(GA+KNN), Decision Tree (GA+DT), Gradient Boosting
Decision Trees (GA+GBDT), Random Forest (GA+RF),
XGBoost (GA+XGBoost), LightGBM (GA+LightGBM),
Adaboost (GA+Adaboost), and CatBoost (GA+CatBoost).
This combination allowed us to explore differentmachine learn-
ing approaches and techniques in our efforts to improve pre-
diction quality and model accuracy in the context of P2P lend-
ing. By utilizing these diverse models, we identified the most
appropriate ones for specific problems and optimize the overall
prediction outcomes.

(ii) This research focused on the development of feature selec-
tion methods in the context of P2P lending, with an empha-
sis on determining the mutation rate. The mutation rate is a
key parameter in the genetic algorithm (GA) used for feature
selection. This study aims to investigate the impact of differ-
ent mutation rates, both at regular and extreme levels, on the
performance of feature selection in the context of P2P lend-
ing. A regular mutation rate may be more conservative, while
an extreme mutation rate may introduce genetic changes more
aggressively. The results of this research are expected to provide
insights into the optimization of GA parameters for selecting
themost relevant features for predicting loan defaults in the P2P
lending industry.

This research paper is structured in the following way The pro-
posed system is described in the ‘Methods’ section. Experimental
results and discussion are presented in the ‘Results and Discussion’
section. Conclusions and future research directions are discussed in
the ‘Conclusions and Future Work’ section.

2. Methodology

Figure 1 visualizes the workflow of the proposed model for feature
selection in P2P lending default prediction.

2.1. P2P lending dataset

The P2P lending dataset was collected from the Lending Club, which
is available on Kaggle.com [38]. This dataset does not include the
name of the borrower. The P2P lending dataset included 42.538
observations and 111 features in 2019.

2.2. Data preparation

2.2.1. Data pre-processing
The goal of data preprocessing was data integration, data cleaning,
and data reduction. The output of this step was a good quality dataset
so that it can improve the performance of the predictionmodel accu-
racy. In addition, dataset analysis is also important to understand
the various features relevant to the proposed model. For example,
employment status is helpful for data exploration to understand the
demographics of the loan base. Loan status provides information
about the condition of the loan when the dataset was created. This
feature helps to serve as the dependent variable.
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Figure 1. The workflow of the proposed model.

2.2.2. Exploratory data analysis
The EDA (Exploratory Data Analysis) identified missing values, pat-
terns and outliers in the P2P lending datasets. The EDA aims to
understand the relevant features that influence the dependent vari-
able. EDA can also improve the predictive ability of the model. This
technique process coincides with data preprocessing to ensure that
data irregularities can be identified and resolved appropriately.

2.3. Split data

The comparison of the dataset ratio was 80:20, where 80% was for
training data and 20% was for test data. A random status of 42
was added to the training process so that the data separation was
consistent and repeatable.

2.4. Model development

The essence of this paper is the exploration of EA algorithms, espe-
cially GA, for feature selection optimization. Hybrid GA with 10ML
was proposed for feature selection in P2P lending datasets.

2.4.1. Genetic algorithm (GA)
Genetic algorithm (GA) can efficiently solve NP-hard problems by
simulating biological and genetic evolution processes. Each chromo-
some represents an optimal solution. Chromosome evaluation uses
the fitness function to determine the next parent. The two operators
are crossover and mutation to produce the next new generation. A
chromosome with the best fitness value is used as the optimal solu-
tion or output of the GA. Figure 2 visualizes the workflow of feature
selection based GA in this paper. Chromosome coding, fitness func-
tion and genetic operations (crossover, mutation and selection) are
shown in detail.

(1) Chromosome encoding
Chromosomes represent possible combinations of optimized
features. The features that most influence the prediction model
are denoted by (F or features). Specifically, an F-length string
was used to represent the selected features, and the nth digit
of the chromosome represented the nth feature in the feature
selection. The value of each digit was 0 and 1. This means the
corresponding feature was selected or omitted. For example, the
possible combinations of features in feature selection that have
n features are shown in Figure 3.

(2) Fitness function
The fitness function determines the convergence speed and the
resulting optimal solution. This function is important for GA
because it is directly related to the performance of the solution.

This study aims to select the most influential features; there-
fore, the fitness function was designed as the best accuracy score
of each ML model: LR, Gaussian NB, KNN, DT, RF, GBDT,
XGBoost, LightGBM, AdaBoost, and CatBoost. The larger the
chromosome fitness value, the higher the accuracy score of ML
models suitable for feature selection in predicting payments or
defaults in P2P lending datasets

(3) Crossover operation
In order to produce a new generation of offspring, GA can be
done through the crossover operator. Two-point crossover was
used in this paper, as shown in Figure 4. For example, from
the parents and crosses 1 and 2, a pair of chromosomes Cr1
and Cr2 were randomly selected. The two crossing points were
divided into 3 parts, where the middle gene Cr1 was crossed
with the middle gene Cr2. After the operation, two new gen-
erations were produced. Each parental chromosome was oper-
ated using the crossover to increase the possibility of individual
diversity.

(4) Mutation operation
Mutation operations can avoid early or local optimality in GA
by increasing the randomness of the solution. This operator
determines the probability of selecting an individual. In this
paper, the mutation rate (MR) was configured in 3 levels: basic
(MR= 0), medium (MR= 0.5), and extreme (MR= 1). Figure 5
visualizes the multipoint used as the mutation operator. In the
mutation process, each digit of the chromosome was changed
with a pre-configured probability, which means that several
features were dropped or selected. This operator introduces
slight randomness into the search process and maintains the
convergence of the model.

(5) Selection operation
The selection operation is used to select individuals with the
highest fitness value or accuracy score from their offspring and
parents to produce the next generation. In this paper, the tour-
nament selection technique was adopted for individual selec-
tion. Two individuals were randomly selected to be compared,
and the best fitness value was selected to become the next gen-
eration. This technique allows individuals with the best fitness
value to have a more remarkable survival.

2.5. Model evaluation

The performance evaluation of the proposedmethod uses the confu-
sionmatrix for a binary classification problem. The confusionmatrix
includes the true positive (TP), true negative (TN), false negative
(FN), and false positive (FP). The confusion matrix was used to cal-
culate accuracy, recall, precision, and F1-score, which are formulated
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Figure 2. The workflow of feature selection based GA.

Figure 3. Chromosome encoding.

as follows:

Accuracy = TP + TN
TN + FP + TP + FN

Recall = TP
TP + FN

Precison = TP
TP + FP

F1 − score = 2 × Precison × Recall
Precison + Recall

(1)

Figure 4. Crossover operation.

Figure 5. Mutation operation.
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3. Data analysis

3.1. Datamanagement and description

Based on the P2P lending dataset in Section 3.1, the exploration
eliminated features with more than 68.51% missing value. This pro-
cess reduced 111 features to 37 features. With so many features, the
performance of the prediction model was not optimal because the
featureswere too complex. Based onprevious research, the solution is
to further restrict the feature space as suggested [4,34,35]. The results
of the features are presented in Table 1.

The tenure of the feature was converted to a numeric variable
with ‘< 1-year’ tenure set to 0 and ‘> 10 years’ tenure set to 10. The
homeownership feature containing the ‘ANY’ level was not found in
the Loan Club data dictionary. The ’purpose’ feature contained 14
levels, including ‘Marriage’ and ‘Education,’ which represent multi-
ple observations. The levels were then moved to the ‘Other’ level. A
new feature called earliest credit from issue date was created by sub-
tracting the date from the earliest credit limit and the issue date to

Table 1. Lending Club.

Feature name label Description

loan_amnt F0 The listed amount of the loan is requested by
the borrower

int_rate F1 Interest Rate on the loan
installment F2 The monthly payment the borrower will owe if

the loan originates
annual_inc F3 Lending Club assigned loan grade
loan_status F4 The current status of the loan
dti F5 A ratio calculated using the borrower’s total

monthly
debt payments on the total debt obligations,
excluding mortgage

and the requested LC loan, divided by the
borrower’s self-reported monthly income

delinq_2yrs F6 The number of delinquency 30+ days past-due
in the borrower’s credit file in the last 2 years

inq_last_6mths F7 The number of inquiries in the last 6 months
open_acc F8 The number of open credit lines in the

borrower’s credit file
pub_rec F9 Number of derogatory public records
revol_bal F10 Total revolving credit balance
revol_util F11 Revolving line utilization rate, or the amount of

credit
the borrower is using relative to all available
revolving credit

total_acc F12 the borrower is using relative to all available
revolving credit

home_ownership F13–F17 The total number of credit lines currently in the
borrower’s credit file

Homeownership status, as provided by the
borrower during enrollment or obtained
from the credit report..

Our values are: RENT (17), OWN (16),
MORTGAGE (13), NONE (14), OTHER (15).

verification_status F18–F20 Indicating whether the income was verified
(18)

by LC, not verified (19), whether the income
source was verified (20)

purpose F21–F33 A category provided by the borrower for the
loan request.

Our values are: car (21), credit card (22), debt
consolidation (23),

educational (24), home improvement (25),
house (26), major purchase (27),

medical (28), moving (29), other (30),
renewable energy (31),

small business (32), vacation (33), wedding (34)
term F35, F36 The number of payments on the loan.

Values are in months and can be either 36 (35)
or 60 (36).

determine how farg the credit limit is from the date of the loan. This
new feature will be explained in a matter of months.

Since the focus of the study is to provide a prediction for proba-
ble defaulters, the levels ‘Late (31–120 days),’ ‘In Grace Period,’ and
‘Late (16–30 days)’ were removed from the ‘loan status’ feature. The
‘Default’ levelwas then renamed ‘ChargedOff’ as both levels had sim-
ilar definitions. For the numeric features, the debt-to-income ratio
should only consist of positive values, but observations with nega-
tive values were removed from the dataset. Similarly, a right censor
similar to [4] was applied to the delinquency in the last 2 years,
inquiries in the last 6months, and derogatory public records features.
The rest of the numerical features contained outliers, and their dis-
tribution was significantly left-skewed. The top 1% of outliers were
removed from each numeric feature, which improved the skewness
and kurtosis values

3.2. Data pre-processing

Missing values are handled using imputation mode for categorical
variables and mean imputation for numeric variables. Categorical
variables are encoded using one-hot coding to get them in numeric
format. We coded the loan status ‘Current,’ ‘Paid’ in full, ‘Issued’ as
usual = 0, encoded ‘Default,’ ‘Billed,’ ‘Within grace period,’ ‘Lately
(16–30 days)’ and ‘Lately (31–120days)’ as default = 1. Then we can
visualize the loan status as shown in Figure 6. The sample with ‘nor-
mal’ loan status accounts for 79.92%, but the ‘default’ sample is only
20.08%, indicating the category imbalance in the data set. Mean-
while, we abstracted features ‘emp_length’ and ‘grade’ and other
features encoded once.

Missing values were handled using imputation mode for cate-
gorical variables and mean imputation for numerical variables. Cat-
egorical variables were encoded using one-hot coding to get them
into numerical format. We coded the loan status ‘Current,’ ‘Paid’ in
full, ‘Issued’ as usual = 0, coded ‘Default,’ ‘Billed,’ ‘Within grace
period,’ ‘Recent (16–30 days)’ and ‘Recent (31–120days)’ as default
= 1. Then loan status is visualized in Figure 6. The sample with ‘nor-
mal’ loan status accounted for 79.92%, but the ‘default’ sample was
only 20.08%, indicating the category imbalance in the data set.Mean-
while, we abstracted the features ‘emp_length’ and ‘grade’ and other
features that were encoded once.

3.3. Block-Based GA for feature selection

Application of GAwith theMLmodel was a fitness function to deter-
mine the best chromosome or feature set. Operator configuration on
GA, such as Crossover Rate (CR), was 0.8, and Three MR levels were
0.1, 0.5, and 1.0. These two operators were used to develop a series of

Figure 6. Percentage of loan status.
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matching individuals. Furthermore, tournament selection was used
to select the parents to bemarried. A number of strings were selected
from the population by replacement, and the most suitable pair was
obtained for mating. In this paper, three individuals were selected
for the tournament selection process. Apart from being selected for
mutation, each offspring produced has a slight chance of inverting
its features to pass on population diversity. The population size was
20, and the generations were 100 for a total of 2000 iterations. At
the end of the generation, which was the 100th generation, GA may
produce a chromosome or feature set with the best fitness value. Nev-
ertheless, this event is not guaranteed because more than one set of
features may produce the best fitness value. This event is known as
the multiple optimal solutions

4. Result and discussion

The list of the most influential features was the output of feature
selection using hybrid GA with 10 ML models with the P2P lending
dataset as input. Computationally, GA is very time-consuming due
to the large number of observation data and features in the dataset.
In this paper, 20 populations multiplied by 100 generations resulted

in 20.00 iterations, 0.8 CR, and 3 MR levels (0, 0.5, and 1), which are
the configurations used by GA. The difference in MR values aims to
determine the effect of MR on the fitness value of each offspring or
new generation produced.

The fitness level of each model based on the basic mutation
rate or MR= 0 is displayed in Figure 7. The results of the fitness
values indicate that four models experience performance improve-
ments over time, signifying that these models are becoming more
proficient in predicting lender default risk over generations. This
improvement in fitness values reflects a positive response to the
basic mutation rate in the Genetic Algorithm (GA). In addition,
certain models performed best accross generations. For instance,
GA+KNN achieved 84.501% accuracy in Generation-16, GA+RF
attained 85.938% accuracy in Generation-18, GA+XGBoost reached
86.119% accuracy in Generation-4, and GA+LightGBM achieved
85.213% in Generation-7. These results indicate that certain mod-
els tend to excel at certain points in the experiment, and selecting
the appropriate model for a specific generation can have a sig-
nificant impact on the results. Additionally, five models exhibited
stable fitness levels, maintaining consistent performance across all
generations. These models were GA+LR at 86.016%, GA+GNB at

Figure 7. The fitness value of each generation based on basic mutation rate (MR= 0). (a) GA+LR (b) GA+GNB (c) GA+K-NN (d) GA+DT (e) GA+RF (f ) GA+GBDT (g)
GA+XGBoost (h) GA+LightGBM (i) GA+AdaBoost (j) GA+CatBoost.
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86.029%, GA+GBDT at 86.016%, GA+AdaBoost at 86.093%, and
GA+CatBoost at 86.016%. The stability in the fitness values of these
models can be taken as an indication that they can provide con-
sistent performance in predicting lender default risk. However, it
should be noted that the GA+DT model exhibited unstable fitness
levels, with significant variations in performance across generations.
This suggests that this model may be less consistent in predicting
lender default risk. Meanwhile, the GA+XGBoost model remained
the best, with stable fitness levels and high accuracy of approxi-
mately 86.132%. Thus, the GA+XGBoost model is considered the
most effective in predicting lender default risk in the context of P2P
services

Based on the medium mutation rate or MR= 0.5, as observed
in Figure 8, five models experienced an increase in fitness values
across generations. These models achieved their best fitness values,
with GA+LR reaching 86.068% inGeneration-25, GA+KNN attain-
ing 84.540% in Generation-35, GA+XGBoost achieving 86.119% in
Generation- 22, GA+LightGBM reaching 85.174% in Generation-
17, and GA+AdaBoost scoring 86.119% in Generation-17. Three
other models, namely GA+GNB, GA+GBDT, and GA+CatBoost,

demonstrated stable fitness values across all generations, achieving
86.029%, 86.016%, and 86.016%, respectively. However, the GA+DT
and GA+RF models exhibited irregular behavior, with their best fit-
ness values achieved in different generations, specifically 77.198%
in Generation-37 and 86.003% in Generation-80, respectively. The
research results indicate that the GA+XGBoost and GA+AdaBoost
models displayed the best performance in terms of fitness values
compared to the other models, highlighting the stability and poten-
tial of thesemodels in optimal feature selection for lender default risk
assessment in P2P services.

Figure 9 illustrates the fitness values in each generation based on
the extreme mutation rate or MR= 1. In this experiment, six mod-
els exhibited increasing fitness values as the generations progressed,
with each achieving its best fitness value. GA+LR reached 86.068%
in Generation-40, GA+KNN achieved 84.902% in Generation-100,
GA+RF attained 86.106% in Generation-18, GA+XGBoost reached
86.132% in Generation- 75, GA+LightGBM achieved 85.342% in
Generation-5, and GA+AdaBoost reached 86.106% in Generation-
43. However, similar to MR= 0.5, three other models remained
constant across all generations with the same best fitness value.

Figure 8. The fitness value of each generation based on medium mutation rate (MR= 0.5). (a) GA+LR (b) GA+GNB (c) GA+K-NN (d) GA+DT (e) GA+RF (f ) GA+GBDT (g)
GA+XGBoost (h) GA+LightGBM (i) GA+AdaBoost (j) GA+CatBoost.
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Figure 9. The fitness value of each generation based on extreme mutation rate (MR= 1). (a) GA+LR (b) GA+GNB (c) GA+K-NN (d) GA+DT (e) GA+RF (f ) GA+GBDT (g)
GA+XGBoost (h) GA+LightGBM (i) GA+AdaBoost (j) GA+CatBoost.

The random model GA+DT had the best fitness value of 77.496%
in Generation-85. Changing the mutation rate to MR= 1 in this
experiment influenced the improved performance of certainmodels,
with GA+XGBoost and GA+AdaBoost consistently outperforming
others, indicating a positive response to mutation variation in this
study.

Based on the analysis of Figures 7, 8, and 9, this experi-
ment has yielded significant results. First, three models, namely
GA+GNB, GA+GBDT, and GA+CatBoost, demonstrated consis-
tency in their performance across different mutation rates, provid-
ing reliability in feature selection. Second, most models, includ-
ing GA+LR, GA+KNN, GA+DT, GA+RF, and GA+XGBoost,
showed improved performance with increasing mutation rates, indi-
cating a positive response to mutation rate variations. This high-
lights the potential of mutation rate elevation strategies in feature
selection optimization. Third, only the GA+DT model exhibited
a performance decline at mutation rate MR= 0.5, but its perfor-
mance recovered at MR= 1, highlighting the sensitivity of this
model to mutation rate changes. Fourth, GA+XGBoost consistently
proved to be the best-performing model with stable performance

across different mutation rates, demonstrating its potential in fea-
ture selection and riskmanagement in P2P services. The comparison
of fitness values of each model based on the MR level is shown
in Figure 10. Mutation rates play a crucial role in model perfor-
mance for optimal feature selection, and this research has shown
that variations in mutation rate can be leveraged to improve model
performance. GA+XGBoost has proven to be a preferred model
with stable performance, while there is still potential for further
research into factors that influencemodel responsiveness tomutation
rates. This research has the potential to make a valuable contri-
bution to financial risk management in the P2P lending industry.
(Table 2)

The features selected based on the hybrid GA model with 10
machine learning (ML) models are detailed in Figure 2. Each
feature is represented as F (e.g. F1: loan_amnt; F2: int_rate; F3:
installment; F4: annual_inc, etc), where 1 indicates a selected fea-
ture, and 0 indicates an unselected feature. On average, 50% of
the total 37 features were selected, with breakdowns of 41% for
GA+LR, 51% for GA+GNB, 54% for GA+KNN, 38% for GA+DT,
35% for GA+RF, 54% for GA+GBDT, 54% for GA+XGBoost,
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Figure 10. The fitness value comparison of each model based on the MR level.

Table 2. The selected feature on P2P lending dataset.

GA+ Hybrid Model

F LR GNB KNN DT RF GBDT XGBoost LightGBM AdaBoost CatBoost

F0 0 0 0 1 0 1 0 0 0 1
F1 1 0 1 0 1 1 0 1 1 0
F2 0 1 0 1 1 1 1 1 0 0
F3 0 1 0 1 1 1 1 1 1 0
F4 0 0 0 0 0 0 0 0 0 0
F5 0 1 1 0 1 0 1 1 0 0
F6 0 1 0 0 0 1 1 0 1 1
F7 0 0 0 1 1 0 0 1 1 1
F8 0 1 0 0 1 1 1 1 0 1
F9 0 0 0 1 0 1 0 1 0 1
F10 0 0 1 1 0 0 0 1 1 1
F11 0 0 1 1 0 0 0 1 1 1
F12 0 1 1 0 1 1 1 0 1 1
F13 1 1 1 0 1 0 1 1 1 0
F14 1 1 0 1 0 1 1 1 1 1
F15 1 0 1 0 0 0 0 0 1 1
F16 0 1 0 0 0 1 1 1 0 1
F17 0 1 0 0 0 1 1 1 1 1
F18 1 1 1 1 0 1 1 0 1 1
F19 0 0 1 1 1 0 0 1 0 1
F20 0 0 1 0 0 1 0 1 0 0
F21 0 0 0 1 0 1 0 0 0 1
F22 1 0 0 0 0 0 0 0 1 1
F23 1 1 1 0 0 0 1 0 0 0
F24 0 1 1 0 0 0 1 0 1 0
F25 0 1 0 0 1 1 1 1 1 1
F26 0 0 0 0 1 0 0 1 1 1
F27 1 0 1 1 1 1 0 0 0 1
F28 1 1 0 0 0 0 1 0 0 0
F29 0 0 0 1 1 0 0 1 0 0
F30 0 0 1 0 0 1 0 1 1 0
F31 1 1 1 0 0 1 1 0 0 0
F32 1 0 1 1 0 0 0 1 1 1
F33 1 1 1 0 0 1 1 1 0 0
F34 1 0 1 0 0 1 1 1 0 0
F35 1 1 1 0 0 0 1 1 0 0
F36 1 1 1 0 0 0 1 1 1 0
T 15 19 20 14 13 20 20 24 19 20

Note: 1 is selected; 0 is not selected

65% for GA+LightGBM, 51% for GA+AdaBoost, and 54%
for GA+CatBoost. These results indicate a relatively balanced
distribution of feature selection among the various ML models used
in the experiment, with GA+LightGBM showing the highest fea-
ture selection rate at 65%. This suggests that GA+LightGBM places
more emphasis on certain features compared to other models, pos-
sibly recognizing the significance of these features in making accu-
rate predictions. On the other hand, models such as GA+RF and

GA+DT had lower feature selection rates, indicating a more conser-
vative approach to feature selection. The diversity in feature selection
among the models reflects their unique strategies and preferences,
which can be valuable in understanding the contribution of specific
features in assessing lender default risk. Overall, a comprehensive
analysis of feature selection contributes to a deeper understanding of
how different ML models approach feature importance, which can
potentially support more informed feature engineering decisions for
risk assessment in P2P lending services.

The Hybrid GA+10 ML model for feature selection in the P2P
lending service dataset has significantly improved various model
evaluation parameters. Figure 11(a) shows a comparison of accu-
racy scores between the original MLmodel and the proposed model.
Hybrid GA+10 managed to improve the accuracy scores of the orig-
inal model with detailed improvements of 0.155% for LR, 1.217% for
GNB, 0.764% forK-NN, 1.619% forDT, 0.285% for RF, 2% forGBDT,
0.117% for RF, 0.414% for AdaBoost, and 0.078% for CatBoost.
Figure 11(b) illustrates the comparison of the recall scores between
the original ML models and the proposed one. There was a signifi-
cant increase in recall scores, with LR increasing by 5.49%, Gaussian
NBC by 7.86%, K-NN by 6.77%, DT by a remarkable 22.02%, RF by
6.8%, GBDT by 7.57%, XGBoost by 2.48%, LightGBM by 4.81%, and
both AdaBoost and CatBoost by 3%.

Similarly, Figure 11(c) displays the comparison of the precision
scores between the original ML models and the proposed one. The
results show an increase in precision for several models, such as
LR increasing by 1.9%, Gaussian NBC improving by 3.14%, K-NN
increasing by 2.44%, DT showing a significant increase of 7.79%,
RF increasing by 2.65%, GBDT with an increase of 2.78%, XGBoost
improving by 0.79%, LightGBM increasing by 6.56%, and both
AdaBoost and CatBoost increasing by 2.86%. Figure 11(d) depicts
the comparison of f1-score between the original ML models and the
proposed one. In terms of f1-score, there was a significant increase
in several models, with the most notable improvement observed in
theDTmodel with an increase of 15.59%, followed byGaussianNBC
with an increase of 5.61%, K-NN with an increase of 4.70%, RF with
an improvement of 4.80%, XGBoost with an increase of 5.26%, Light-
GBM with an increase of 5.64%, and both AdaBoost and CatBoost
with an increase of 2.93%.

The Hybrid GA+10 ML model for feature selection in the P2P
lending service dataset has successfully made a significant posi-
tive impact on various aspects of model evaluation. The experi-
ment results indicate that this approach consistently improves the
performance of the original ML models in predicting the risk of
borrower default in P2P lending services. There was a substantial
improvement in the accuracy, recall, and precision scores of various
models, such as LR, GNB, K-NN, DT, RF, GBDT, XGBoost, Light-
GBM, AdaBoost, and CatBoost. These results reflect the significant
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Figure 11. Comparison of original ML model with the GA+ML hybrid model. (a) Accuracy (b) Recall (c) Precision (d) F1-Score.

potential of the Hybrid GA+10 ML approach to support risk man-
agement and better decision making in the P2P lending industry.
With improved accuracy, these models can more accurately iden-
tify potential defaulting borrowers, reducing risk for lenders. Addi-
tionally, the increased recall and precision also suggest that this
approach can help minimize prediction errors, allowing for smarter
credit allocation decisions. Thus, this experiment provides valu-
able insights into the effectiveness and potential applications of the

Hybrid GA+10ML approach in improving the quality of risk assess-
ment in P2P lending services.

The proposed model (GA+XGBoost) showed the highest per-
formance, achieving an accuracy of 86.132%. This high accuracy
indicates that this model is very good at predicting the risk of bor-
rower default. The implication is that P2P lenders can effectively
utilize this model as a tool to identify potential borrowers who are
highly likely to repay their loans on time. With such a high level of
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Table 3. Comparison of the proposed model with those of the previous related
works.

Method Feature selection #of Feature (%) Accuracy (%)

LDA RBM 80 (49.65%) 81.2
LR 81.05
ANN 66.08
K-ANN 72.05
SVM 72.6
RF 67.72
ERT BPSO-SVM 19 (55.88%) 64
Proposed Model GA+ML 20 (54%) 86.132

accuracy, lenders can better minimize their risks. They can confi-
dently approve loans to borrowers who have been identified by this
model as having a high likelihood of repayment, thereby reducing
the risk of default and improving the overall quality of their P2P loan
portfolios. Furthermore, the high level of accuracy can assist in iden-
tifying high-risk borrowers, allowing lenders to take additional steps,
such as charging higher interest rates or denying loans to borrowers
with higher risk profiles. This, in turn, improves risk management
and profitability for lenders. Overall, achieving a high level of accu-
racy with the GA+XGBoost model is a positive step toward more
effective risk management in the P2P lending industry, ultimately
increasing lender confidence and reducing potential losses.

We compared the performance of the proposed model with the
results of previous studies that have used the same Lending Club
dataset. Table 3 summarizes the comparative study of the proposed
model with previous related works. The proposed model has gener-
ally outperformed all the models in previous studies applied to the
same dataset, including the Restricted Boltzmann Machine (RBM)
with several classifier models such as LDA, LR, ANN, k-NN, SVM,
and RF [36], and Binary Particle Swarm Optimization-SVM (BPSO-
SVM)+Extremely Randomized Trees (ERT) [37].

This research provides an important contribution to the exist-
ing research on the prediction of the risk of default in P2P lend-
ing services. The research results show that the proposed model,
GA+XGBoost, has an excellent performance, with an accuracy rate
of 86.132%. Comparing the performance of this model with that of
previous related studies, GA+XGBoost significantly outperforms the
models in previous studies. For example, this model outperforms
RBM with several classification models, such as LDA, LR, ANN, k-
NN, SVM, and RF, in previous studies. This shows that the approach
used in this research, namely the combination of GA and XGBoost,
has brought significant improvements in predicting default risk in
P2P lending. These results provide a solid foundation for further
research in this domain.

This research makes a significant contribution to existing stud-
ies in predicting default risk in P2P lending services. The proposed
model, GA+XGBoost, has demonstrated excellent performance,
outformingmodels in previous related research. Thismeans that P2P
lenders can effectively use this model to identify borrowers with a
high likelihood of repaying loans on time, thereby reducing the risk
of default and improving the quality of their loan portfolios. Addi-
tionally, P2P lending platform operators can utilize this model as an
additional evaluation tool to assess the quality of borrowers regis-
tering on their platforms, while investors can use it as a guide to
select lower-risk investment projects. The research also provides a
strong foundation for further studies in this domain, with the poten-
tial for the data used in this research to become a standard dataset
for future research in predicting default risk. Overall, this research
has significant practical implications for the P2P lending industry in
terms of riskmanagement and investment decisionmaking. Further-
more, it highlights the potential of feature selection in improving the

performance of default risk prediction models, providing valuable
guidance to lenders or P2P lending platforms in selecting the most
influential features in credit decision making. This research pro-
vides a solid foundation for further exploration of feature selection
methods that can improve the performance of default risk prediction
models in the P2P lending industry.

5. Conclusion and future work

This study presented a feature selection approach in P2P lending
datasets utilizing the GA+10ML hybrid model. The GA was con-
figured with 20 populations, 100 generations, and 5000 iterations,
along with a crossover rate (CR) of 0.8 and mutation rate (MR)
levels, including basic (MR= 0), medium (MR= 0.5), and extreme
(MR= 1). The results of the model runs demonstrated four mod-
els with consistently high fitness values: GA+GNB, GA+GBDT,
GA+GBDT, and GA+CatBoost. GA+LR, GA+KNN, GA+DT,
GA+RF, and GA+XGBoost exhibited an increase in fitness values
from MR= 0 to MR= 1. Only one model experienced a decrease
in fitness value from MR= 0 to MR= 0.5, followed by an increase
after MR= 1. The best fitness value for each model varied with the
MR level in each generation. MR significantly influenced the fitness
values generated in each generation, with GA+XGBoost being the
most stable model with consistent fitness values compared to oth-
ers. Additionally, the feature selection process resulted in an average
selection of 50%of the total 37 features. Futurework in this area could
explore various population sizes, generation counts, and iterations
to further optimize the GA configuration. Additionally, exploring
alternative mutation and crossover strategies may provide insight
into improving feature selection performance. Evaluating the robust-
ness and scalability of the model on larger P2P lending datasets is
another avenue of research. Moreover, an in-depth analysis of the
interpretability and relevance of the selected features for credit risk
assessment may provide valuable insights for both lenders and bor-
rowers in the P2P lending industry. Furthermore, extending this
research to consider temporal dynamics and changes in borrower
behavior over time may lead to more accurate credit risk predic-
tion models, ultimately benefiting the P2P lending industry and its
stakeholders.
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