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ABSTRACT   

 

This study aims to benchmark the performance of 

five sentiment classification models for Indonesian 

e-government service reviews. We used a hybrid 

labeling approach combining rating-based 

heuristics with manual validation to improve label 

accuracy. The five models were selected to 

represent both transformer-based architectures 

(IndoBERT, mBERT, XLM-R) and classical deep 

learning baselines (CNN with Word2Vec, BiLSTM 

with GloVe) for comprehensive comparison. The 

sentiment categories classified include positive, 

negative, and neutral classes. Experimental results 

show that IndoBERT outperformed other models, 

achieving an accuracy of 88.1% and an F1-score of 

0.881, indicating the potential of language-specific 

transformer models for automated public feedback 

analysis. 

 

 

1. INTRODUCTION 

The rapid advancement of digital governance has led to increased reliance on e-government 

services in many developing countries, including Indonesia. These services range from online 

taxation and licensing systems to digital identity management platforms. They play a crucial role 

in facilitating public administration and enhancing citizen engagement. However, the success of 

such digital initiatives depends not only on their technological implementation but also on their 

perceived quality, usability, and trustworthiness by end-users. Measuring public sentiment toward 

these services can thus offer valuable insights for both system improvements and policy making. 

Sentiment analysis, also known as opinion mining, has emerged as a powerful tool for 

interpreting user-generated content and assessing public perception. While earlier studies have 

relied heavily on traditional machine learning techniques such as Support Vector Machines and 

Naïve Bayes classifiers. The emergence of deep learning and transformer-based models—
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particularly Bidirectional Encoder Representations from Transformers (BERT) [1] has significantly 

improved sentiment classification performance across many languages and domains [2], [3]. 

In the context of Indonesian language processing, IndoBERT—an adaptation of BERT pre-

trained on over 4 billion Indonesian tokens—has demonstrated strong performance in a range of 

tasks including sentiment analysis, emotion classification, and aspect-based opinion mining [4], 

[5]. Despite these achievements, existing research often focuses on sectors such as healthcare 

applications [3], product reviews [6], or political opinions [7], with relatively few studies exploring 

its application in evaluating public sentiment toward government digital services. 

While prior sentiment analysis research in Indonesia has largely focused on domains such as 

e-commerce, transportation (e.g., LRT Jabodebek) [8] little to no attention has been paid to public-

facing digital services managed by the national police, such as SIM online renewal, vehicle tax 

(STNK) management, and Samsat e-payment platforms. These services are critical for citizen 

mobility, legal compliance, and daily governance, yet they remain underexamined from a digital 

sentiment perspective. 

This study addresses this gap by introducing a curated dataset of user reviews from 

NEWSAKPOLE, a digital public service application developed by the Regional Revenue Agency 

(Bapenda) of Central Java for vehicle tax payment and licensing. We benchmark the performance 

of several transformer-based models, including IndoBERT, mBERT, and XLM-R, as well as 

classical deep learning baselines such as CNN with Word2Vec and BiLSTM with GloVe, on this 

domain-specific dataset. In doing so, we aim to (1) evaluate the effectiveness of modern NLP 

techniques for classifying Indonesian sentiment in public service reviews and (2) provide actionable 

insights for improving citizen trust and digital service delivery in Indonesia’s e-government 

ecosystem. 

 

2. RELATED WORK 

2.1. SENTIMENT ANALYSIS IN PUBLIC SERVICES AND E-GOVERNMENT 

Sentiment analysis has become a prominent method for understanding public opinion in 

sectors such as transportation, healthcare, education, and governance. In Indonesia, while research 

in sentiment analysis has been widely conducted in commercial and health domains, studies 

focusing on public services remain limited. One notable exception is the work on LRT Jabodebek, 

where IndoBERT was utilized alongside lexicon-based and BERTopic methods to analyze 

sentiments from Twitter, Instagram, and YouTube comments [8]. The study reported an F1-score 

of 84.13% and showed that the majority sentiment was negative (55.9%), highlighting a 

dissatisfaction trend. However, such studies are domain-specific and fail to generalize across the 

broader spectrum of digital public services such as taxation, civil registration, and online complaint 

platforms. 

Another relevant application of sentiment analysis is in the healthcare sector. Yulianti [3] conducted 

a study on Indonesian health applications such as Halodoc and Alodokter using IndoBERT, 

achieving high accuracy up to 96%. Although impactful, these studies focus on specific service 

types and do not benchmark across models nor target services operated by state institutions like the 

national police (POLRI), which offer services including SIM renewal and STNK e-payment. 

 

2.2. INDOBERT AND TRANSFORMER-BASED MODELS IN INDONESIAN NLP 

IndoBERT is a transformer-based language model pre-trained specifically for Bahasa 

Indonesia on a 4B-token corpus. It has been successfully fine-tuned for multiple downstream NLP 

tasks including sentiment classification, emotion detection, paraphrase identification, and 

summarization [4]. Studies consistently show that IndoBERT outperforms traditional models such 

as Naïve Bayes, SVM, and even CNN-based models, particularly when applied to informal or short-

text data [2], [9]. For instance, a study comparing IndoBERT to CNN, RCNN, and BiGRU 
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architectures for analyzing student sentiment found that IndoBERT achieved the highest accuracy 

and generalization capability [6].  

Recent research also explores hybrid architectures that combine IndoBERT embeddings 

with CNN or GRU layers to enhance classification performance in noisy or informal datasets [5]. 

These approaches demonstrate that context-aware embeddings, such as those produced by 

transformer models, significantly outperform older vector space models like Word2Vec or TF-IDF. 

In addition to IndoBERT, other transformer models such as mBERT and XLM-R have been applied 

for multilingual sentiment classification. However, their performance on Bahasa Indonesia datasets 

is often suboptimal due to the lack of language-specific pretraining [10]. Meanwhile, classical deep 

learning architectures such as CNN with Word2Vec and BiLSTM with GloVe continue to be used 

as benchmarking baselines because of their simplicity and interpretability. Nonetheless, these 

models generally underperform compared to transformer-based models, especially when applied to 

informal or domain-specific datasets [2], [5] 

 

2.3. BENCHMARKING IN LOW-RESOURCE NLP 

Despite the growing use of IndoBERT, benchmarking efforts in low-resource languages, 

including Bahasa Indonesia, remain limited. Most comparative studies focus on high-resource 

languages or utilize generic datasets such as product or movie reviews, which do not reflect the 

complexity of public service discourse. Bania et al. [11], for example, applied TF-IDF and 

traditional classifiers like SVM and Random Forest to COVID-19-related tweets, which, while 

relevant, lack the semantic depth captured by contextual models. 

Furthermore, although classical models continue to be used due to their simplicity and 

interpretability, their effectiveness in handling ambiguous, sarcastic, or implicit sentiment remains 

low [2]. With the increasing availability of pre-trained transformer models and access to GPU 

computing, the urgency of conducting domain-specific benchmarks in underrepresented languages 

becomes even more apparent. 

To the best of our knowledge, no prior study has attempted to benchmark transformer-

based models—including IndoBERT—on Indonesian digital public service reviews related to 

POLRI platforms. This research addresses that gap by introducing a new dataset and performing 

comparative evaluations that reflect real-world government service scenarios. 

 

3. METHODOLOGY 

This study aims to benchmark the performance of IndoBERT and other transformer-based 

models in classifying sentiment from user reviews of an Indonesian digital public service 

application. The research workflow includes five main stages: data acquisition, preprocessing, 

sentiment labeling, model implementation, and evaluation. 

3.1. DATA COLLECTION AND PREPROCESSING 

The dataset was collected by scraping user reviews of the NEWSAKPOLE application 

from the Google Play Store. This application, managed by the Regional Revenue Agency 

(Bapenda) of Central Java, facilitates online services such as vehicle tax payments and license 

renewals. 

To automate data acquisition, we used the google-play-scraper Python library [12]. The script was 

configured to extract up to 10,000 user reviews, capturing the following fields: review content, 

rating (1–5 stars), timestamp, thumbs up count, and review version. The query was targeted 

specifically for Indonesian-language reviews. 
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Figure 1. Example of User Reviews from NEWSAKPOLE Dataset with Sentiment Labels 

 

Each review was preprocessed and labeled as positive, negative, or neutral using a rating-based 

heuristic and manual validation. 

 

3.2. TEXT PREPROCESSING 

Raw reviews were cleaned and normalized using a standard NLP pipeline designed for informal 

Indonesian text. The preprocessing steps included lowercasing all characters [13], normalizing 

slang expressions (for example, converting "ga" to "tidak"), tokenizing the text using the IndoNLP 

tokenizer [14], removing stopwords using an Indonesian stopword list [15], and applying stemming 

with the Sastrawi stemmer [16]. Formally, let a raw review be defined as: 

Formally, let a raw review be defined as: 

𝑟 =  { 𝑤1, 𝑤2, . . . , 𝑤𝑛} (1) 
After preprocessing, the cleaned version becomes: 

𝑇`  =  { 𝑡1, 𝑡2, . . . , 𝑡𝑛}, 𝑤𝑖𝑡ℎ 𝑘 ≤ n (2) 
 

3.3. SENTIMENT LABELING 

A semi-supervised labeling approach was adopted in this study. Reviews with ratings of 1–2 were 

labeled as Negative (label = 0), while reviews with ratings of 4–5 were labeled as Positive (label = 

1). Reviews with a rating of 3 were excluded to reduce ambiguity in sentiment interpretation. To 

ensure label reliability, 20% of the reviews were manually validated by human annotators to check 

alignment between the assigned rating and the actual textual sentiment. 

 
Figure 2. Distribution of Sentiment Categories in the NEWSAKPOLE Dataset 
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The dataset is dominated by negative reviews (5,741), followed by positive (4,709) and a smaller 

proportion of neutral reviews (approximately 600). This imbalance presents challenges in model 

training, particularly for the neutral class. 

 

3.4. MODEL ARCHITECTURE AND TRAINING 

We benchmarked the following models: 

 

Table 1. Description of Sentiment Classification Models Used in This Study 

Model Type Description 

IndoBERT Pretrained BERT model for Indonesian 

mBERT Multilingual BERT 

XLM-RoBERTa Cross-lingual model trained on 100+ languages 

CNN + Word2Vec Baseline convolutional model 

BiLSTM + GloVe Recurrent model baseline 

 

The classification layer for BERT-based models uses the hidden state of the [CLS] token, followed 

by a softmax activation: 

 

�̂�  =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊. 𝐻[𝐶𝐿𝑆] +  𝑏) (3) 

 

All models were trained using the Cross-Entropy Loss: 

 

𝐿𝑐𝑒  = − ∑ ∑ 𝑦𝑖,𝑐

𝐶

𝑐= 1

𝑁

𝑖=1

. 𝐿𝑜𝑔(�̂�𝑖,𝑐) 
(4) 

Training parameters were set to ensure effective learning and fair comparison across models. The 

optimizer used was AdamW with a learning rate of 2×10−5. Each model was trained with a batch 

size of 16 for 10 epochs. The dataset was split into 80% for training, 10% for validation, and 10% 

for testing to evaluate model performance consistently. 

 

3.5. EVALUATION METRICS 

Model performance was evaluated using standard classification metrics: 

Accuracy: 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(5) 

 

Precision: 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(6) 

Recall: 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(7) 

F1: 

𝐹1 = 2 ⋅
Precision ⋅ Recall

Precision + Recall
 

(8) 

F1 Score: 



 
 
 
 
 

90 

 
   

 

  

TRANSFORMATIKA, Vol.23, No.1, Juli 2025, pp. 85 - 95 

𝐹1score =
1

𝐶
∑ 𝐹1𝑐

𝐶

𝑐=1

 
(9) 

 

Where TP, TN, FP, FN are the confusion matrix elements and C=3 

 

3.6. SUMMARY WORKFLOW 

 
Figure 3. Workflow of Sentiment Classification using Transformers Models 

 

Figure 3 illustrates the workflow of the sentiment classification process applied in this study. 

The pipeline begins with the collection of user reviews from the Google Play Store using 

automated scraping methods. The extracted raw data, written in informal Indonesian, 

undergoes a preprocessing stage that includes lowercasing, slang normalization, tokenization, 

stopword removal, and stemming to ensure consistent linguistic structure. 

In the subsequent stage, the reviews are labeled using a hybrid approach. Reviews are 

automatically labeled based on star ratings (1–2 as negative, 4–5 as positive), with a subset of 

data manually validated to improve labeling accuracy and reduce misclassification noise. 

The labeled dataset is then used to train several models, including transformer-based 

architectures such as IndoBERT, mBERT, and XLM-R, as well as classical deep learning 

baselines like Convolutional Neural Networks (CNN) and Bidirectional Long Short-Term 

Memory (BiLSTM) networks. Each model is trained on the same data split to ensure fair 

comparison. Finally, the trained models are evaluated using standard classification metrics: 

accuracy, precision, recall, and F1-score. This comprehensive workflow enables the 

benchmarking of multiple approaches to identify the most effective model for sentiment 

classification in Indonesian e-government service reviews. 

 

4. RESULTS AND DISCUSSION 

4.1. MODEL PERFORMANCE COMPARISON 

This study evaluates five models for sentiment classification on Indonesian-language user 

reviews from the NEWSAKPOLE application. These models include three transformer-based 

approaches—IndoBERT, XLM-RoBERTa (XLM-R), and mBERT—as well as two classical 
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deep learning baselines: Convolutional Neural Networks (CNN) and Bidirectional Long Short-

Term Memory (BiLSTM). 

Each model was trained and validated using the same dataset, with 80% of the data allocated 

for training, 10% for validation, and 10% for testing. Evaluation was based on accuracy, 

precision, recall, and F1-score. 

 

Table 2. Performance comparison of classification models 

Model Accuracy Precission Recall F1-Score 
IndoBERT 0.881 0.8813 0.8813 0.8813 

XLM-Roberta 0.880 0.880 0.880 0.880 
mBERT 0.868 0.868 0.868 0.868 

CNN+Word2Vec 0.845 0.828 0.845 0.836 
BiLSTM+Glove 0.841 0.827 0.841 0.833 

 

presents the comparative results. IndoBERT achieved the highest F1-score of 0.881 and 

accuracy of 88.1%, closely followed by XLM-R (F1 = 0.880) and mBERT (F1 = 0.868). 

Classical models such as CNN and BiLSTM underperformed relative to transformer models, 

yielding F1-scores of 0.845 and 0.841, respectively. These results suggest that adopting 

transformer-based models like IndoBERT can significantly improve automated analysis of 

citizen feedback in public service applications. Such integration can support faster policy 

responses, enhance service quality, and strengthen public trust in e-government systems. 

 

4.2 BEST PERFORMING MODEL: INDOBERT 

IndoBERT consistently outperformed other models across all metrics. Its success can be 

attributed to pretraining on over 4 billion Indonesian tokens, enabling the model to better 

understand the linguistic nuances of Bahasa Indonesia, particularly in informal review contexts. 

Compared to multilingual models like XLM-R and mBERT, IndoBERT showed higher recall 

and precision, demonstrating its ability to detect both positive and negative sentiment reliably. 

Classical models, though effective in many text classification tasks, lacked the contextual depth 

to manage noisy, colloquial user reviews as effectively. 

The superiority of IndoBERT suggests that using language-specific pretrained models yields 

better performance in low-resource language settings. 

 
Figure 4. Accuracy Comparion of Sentiment Classfication Models 

 

4.3 CONFUSION MATRIX AND ERROR ANALYSIS 

To gain deeper insights into the classification behavior of each model, confusion matrices 

were analyzed for IndoBERT, XLM-R, mBERT, CNN, and BiLSTM, as shown in Figures 
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5(a)–5(e). The analysis aims to reveal patterns of misclassification and performance disparities 

across sentiment classes. 

 

  

(a) (b) 

 
 

(c) (d) 

 
(e) 

Figure 5 Confusion matrices of sentiment classification models. 
(a) IndoBERT, (b) XLM-RoBERTa, (c) mBERT, (d) CNN + Word2Vec, (e) 

BiLSTM + GloVe. 
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The confusion matrix for IndoBERT Figure 5(a) reveals strong performance in both the 

negative and positive classes, with only minor misclassifications. Most notably, IndoBERT 

misclassified 102 positive reviews as negative, likely due to ambiguous expressions, sarcasm, 

or low context cues. The neutral class exhibited relatively higher misclassification, reflecting a 

broader challenge in distinguishing truly neutral sentiment within informal Indonesian reviews. 

Similarly, XLM-R Figure 5(b) demonstrates comparable patterns, with slightly higher 

confusion between classes compared to IndoBERT. Although XLM-R maintains a balanced 

precision and recall, its multilingual nature and token generalization possibly reduce its 

capacity to resolve domain-specific sentiment cues effectively. 

For mBERT Figure 5(c), the matrix indicates better balance than CNN or BiLSTM yet still 

underperforms compared to IndoBERT. There is notable confusion between positive and 

negative classes, though less severe than traditional deep learning baselines. In contrast, CNN 

and BiLSTM exhibit more severe misclassification trends, particularly in the neutral class. As 

seen in Figure 4(d), CNN correctly identified only 7 of 107 neutral reviews, while BiLSTM 

correctly classified only 8 Figure 5(e). Furthermore, both models frequently misclassified 

positive sentiment as negative 104 cases in CNN and 121 in BiLSTM indicating a lack of 

semantic discrimination when contextual polarity is subtle. 

These results suggest that traditional models, relying on static word embeddings 

(Word2Vec, GloVe), struggle to capture complex semantic relationships and nuances in 

sentiment. Their linear or sequential architectures are ill-equipped to deal with implicit 

sentiment or noisy, unstructured text common in public service feedback. 

 

4.4 DISCUSSION AND INTERPRETATION 

The comparative evaluation clearly shows the superiority of transformer-based models for 

sentiment classification tasks in Bahasa Indonesia, especially within public service domains. 

IndoBERT delivered the best results across all metrics, supported by its pretraining on a 

massive Indonesian corpus. Its strong contextual embedding capability enabled accurate 

classification of informal, noisy, and short-form user reviews. XLM-R, although multilingual, 

followed closely behind, indicating its generalizability despite lacking domain-specific tuning. 

mBERT presented consistent performance but remained inferior to IndoBERT and XLM-R. 

This aligns with previous research noting that mBERT, trained on multilingual corpora without 

focus on Indonesian, lacks fine-grained semantic precision in local contexts. On the other hand, 

CNN and BiLSTM showed lower accuracy and F1-scores, and their confusion matrices 

highlighted critical weaknesses. These models frequently misclassified neutral and positive 

sentiment as negative, which may stem from their inability to model negation, irony, or mixed 

tones. The neutral class emerged as the most difficult to classify across all models. This 

difficulty is likely caused by the absence of strong emotional indicators in truly neutral texts, 

the overlap of lexical features with both positive and negative sentiments, and the possibility 

of sarcastic or low-engagement responses from reviewers. To improve classification in future 

research, incorporating attention mechanisms or hierarchical models could help better capture 

contextual cues. Additionally, exploring contextual sentiment lexicons specific to public 

services may enhance model understanding of domain-related expressions. Manual annotation 

refinement for neutral samples is also recommended to improve labeling quality and reduce 

misclassification. In conclusion, the transformer models—particularly IndoBERT—

demonstrate high potential for practical deployment in Indonesian e-government applications. 

Their robust performance offers valuable insights for improving public feedback systems, 

guiding system enhancements, and strengthening trust in digital governance services. 
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5. CONCLUSION AND FUTURE WORK 

This study investigated the effectiveness of transformer-based and deep learning models 

for sentiment classification on Indonesian-language user reviews of public service applications, 

using a curated dataset from the NEWSAKPOLE platform. The objective was to benchmark 

multiple models—IndoBERT, XLM-R, mBERT, CNN, and BiLSTM—on their ability to 

classify user sentiment in the context of e-government services, with a specific focus on low-

resource language settings and informal public feedback. The experimental results show that 

IndoBERT outperformed all other models, achieving an F1-score of 0.881, followed closely by 

XLM-R (0.881) and mBERT (0.869). These findings affirm that language-specific transformer 

models are better suited for sentiment classification tasks in Bahasa Indonesia, especially when 

dealing with noisy and informal user-generated content. In contrast, classical deep learning 

models such as CNN and BiLSTM yielded significantly lower performance (F1-scores of 0.836 

and 0.833, respectively), and struggled particularly with identifying neutral sentiment. 

Confusion matrix analysis further confirmed that transformer-based models are more effective 

at handling ambiguous or mixed sentiment, whereas CNN and BiLSTM exhibited high 

misclassification rates, especially for neutral reviews. These patterns highlight the importance 

of context-aware modeling and the limitations of static embedding-based architectures in 

nuanced sentiment analysis. 

 

IMPLICATIONS 

The results of this study are directly applicable to improving public feedback analysis in 

Indonesian e-government systems. By integrating IndoBERT or similar transformer models, 

stakeholders can automate the monitoring of citizen satisfaction and complaints, enabling faster 

policy responses and enhancing public trust. 

 

LIMITATIONS 

This study is limited to a single public service domain (vehicle tax and licensing), and the 

sentiment labels were derived through rating heuristics and manual validation, which may 

introduce labeling bias. Additionally, the neutral class remained underrepresented and harder 

to predict, suggesting a need for more balanced and diverse data. 

 

FUTURE WORK 

Several directions can be explored in future research. Expanding the dataset to include multiple 

government service applications and broader regional contexts would increase generalizability. 

Investigating aspect-based sentiment analysis (ABSA) can help identify specific service 

components that influence public opinion. Applying prompt-based learning or parameter-

efficient fine-tuning (PEFT) techniques may further enhance transformer model performance 

even with minimal data. Additionally, exploring multi-modal sentiment classification using 

text, audio, and image reviews (such as screenshots of service complaints) can improve the 

robustness and applicability of these models. By addressing these challenges, sentiment 

analysis approaches can become more reliable, actionable, and better support responsive and 

citizen-centric governance. 
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